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Macrophage migration inhibitory factor (MIF) exhibits tautomerase activity on phenylpyruvate
and has E-stereochemistry preference. To investigate the binding modes of its competitive
inhibitors and evaluate their binding affinities, molecular dynamics simulations together with
MM-PBSA (molecular mechanics Poisson-Boltzmann surface area) analysis were performed
on MIF complexed with (E)-2-fluoro-p-hydroxycinnamate and five analogues. Pro-1 was
discovered to form a bifurcated hydrogen bond between its protonated nitrogen and carboxylate
oxygens of E-ligands and Tyr-36. No hydrogen bonds were found between Pro-1 and Z-ligands.
This distinct binding characteristic of E- and Z-ligands with Pro-1 may be the main factor for
the large difference in their binding affinities, which is consistent with the previous report
that Pro-1 is essential for the catalytic activity of MIF. MM-PBSA analysis revealed that energy
components including van der Waals, electrostatic, and hydrophobic interactions are in favor
of binding, among which electrostatic interactions are predominant to the binding affinity
difference.

Introduction
Macrophage migration inhibitory factor (MIF), orig-

inally identified as a T-cell-derived cytokine, is an
integral component of the host antimicrobial alarm
system and stress response that promotes the proin-
flammatory functions of immune cells.1 Interestingly,
it also shows many characteristic properties different
from those of proinflammatory cytokines, including both
structural and functional aspects, and encompasses MIF
expression, localization, secretion, and target cell in-
teraction.2

MIF exists as a homotrimer with each monomer
containing two antiparallel R-helices packed against a
four-strand â-sheet (â/R/â) (Figure 1). Its structure is
unique, and no significant sequence homologies have
been found between MIF and any other known pro-
teins.3,4

MIF has been shown to be involved in a variety of
diseases, including sepsis, acute respiratory distress
syndrome (ARDS), asthma, atopic dermatitis, rheuma-
toid arthritis (RA), nephropathy, and tumors.5,6 Experi-
mental data show that MIF could act as a phenylpyru-
vate tautomerase (PPT).7 Potent tautomerase inhibitors
may be useful in the treatment of MIF-related diseases.
Since the detailed understanding of the biological func-
tions of MIF has not yet been established, enzymology
studies could serve as primary methods to elucidate the
molecular basis of MIF biological functions.

A series of cinnamate analogues have been designed
recently as the competitive inhibitors of MIF8 as phe- nylpyruvate tautomerase. The data reveal an interest-

ing E-stereochemistry preference in that all the E-
ligands are better inhibitors of MIF than the correspond-
ing Z-ligands, which indicates that the E-ligands have
a more tight binding ability with MIF than the Z-
ligands, although Z-ligands are thermodynamically
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Figure 1. Top: monomer of MIF. R-Helices and â-sheets were
colored red and cyan, respectively. Bottom: structure of
homotrimer of MIF. Three monomers were in different color.
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more stable. Experimental studies have indicated E-
stereochemistry preference of MIF, but there is no
report on the elucidation of this phenomenon at the
atomic level.

Stereochemistry is an important factor that should
be considered when studying stereoisomer-receptor
interaction. Different stereoisomers can have a remark-
able effect on the biological activity, and changes in
stereochemistry might cause considerable loss of binding
potency.9-13 Molecular dynamics simulation could serve
as a powerful tool for understanding mechanisms of the
stereochemistry of recognitions, interactions, and dy-
namics of the stereoisomer-receptor complex.

The molecular mechanics Poisson-Boltzmann surface
area (MM-PBSA) method is a versatile tool for calculat-
ing the binding free energy of macromolecular systems,
which incorporates the effects of thermal averaging via
postprocessing of an ensemble of protein-ligand con-
figurations with a force field/continuum model poten-
tial.14,15 This approach has been successfully applied to
the calculation of the binding free energy for ligand-
protein interactions,15-18 DNA-drug interaction,19 and
RNA-protein interactions.20,21

To investigate the interaction properties with MIF
and ligands, molecular dynamics (MD) simulations have
been performed for the systematic structural studies of
E- and Z-ligands complexed with MIF. MM-PBSA
analysis based on MD trajectories was used to decom-
pose the contributions of different energy components
on ligand binding.

The information obtained from this study could help
to clarify enzymatic mechanism for MIF and shed light
on the relationship between its biological functions and
enzymatic activity. It could also provide a structure-
based guide on the design of inhibitors/potential drugs
in the treatment of a variety of inflammatory and
immune-related diseases associated with MIF.

Computational Details

System Setups. The crystal structure of (E)-2-fluoro-
p-hydroxycinnamate (4-FHC in Table 1) with macroph-
age migration inhibitory factor (PDB accession code
1MFI22) was used as the starting structure in the

present MD simulation. The complex structure of MIF
with other five analogues (1-FHC, 2-FHC, 3-FHC,
5-FHC, 6-FHC) were built using 1MIF as the template
in the DS modeling program.23 Using structurally
similar compounds could facilitate the construction of
each protein/ligand complex and help ensure that the
ligands are placed in a reasonable starting conforma-
tion.24

The ligand located in the active site of the C chain
was kept, and the other two ligands in the complex were
removed. Crystallographic water molecules were dis-
carded because no crystallographic waters are present
in the active site. The N-terminal proline residue was
considered as the protonated state, according to the
experimental pKa data available.25 For other ionizable
residues, default protonation states in the AMBER 7
package26 were employed. One Na+ is added to maintain
the electroneutrality of the systems. All solutes were
surrounded by a truncated octahedron periodic box of
water molecules described by the TIP3P potential27

extended to a distance of 10 Å from solute atoms. The
numbers of TIP3P water molecules in the six simulation
systems are all around 6100.

Quantum Mechanics Calculations. Owing to the
lack of parameters needed for the ligands in the Cornell
et al. force field,28 the missing parameters were devel-
oped. Optimization of the six ligands listed in Table 1
was first carried out at the HF/6-31G* level with the
Gaussian 98 package.29 Electrostatic potentials (ESP)
were then obtained using Merz-Singh-Kollman van
der Waals parameters.30 Fitting charges to the ESP was
performed with the RESP program31 implemented in
the AMBER 7 package. GAFF26 force field parameters
and RESP partial charges were assigned using the
ANTECHAMBER module in the AMBER 7 package.

To explore the intrinsic relative stability of the Z- and
E-isomer, all six ligands were reoptimized at the B3LYP/
6-311++G(d,p) level of theory.32-34 The solvent (water)
effect on the relative stability of these ligands was also
examined with the polarized continuum model (PCM).35

Molecular Dynamics Simulations. All simulations
were carried out using the AMBER 7 package with the
Cornell et al. all-atom force field and parameters
developed in this work. Long-range electrostatic inter-
actions were treated with the particle mesh Ewald
(PME) procedure36 using a cubic B-spline interpolation
and a 10-5 tolerance set for the direct-space and with a
value of 12 Å for the nonbonded cutoff. Bond lengths
involving hydrogen atoms were constrained using the
SHAKE algorithm.37 Minimization was performed with
the SANDER module at constant volume, and 2500
cycles of steepest descent minimization followed by 2500
cycles of conjugated gradient method were applied until
the root-mean-square of the Cartesian elements of the
gradient between two consecutive structures was smaller
than 0.0001 kcal mol-1 Å-1. The time step for all MD
simulations was 2 fs, and translational center-of-mass
motions were removed every 1000 steps. After energy
minimization, the solvated system was heated from 0
to 300 K at constant volume over the initial 50 ps.
Subsequent isothermal isobaric ensemble (NPT) MD
was used for 1 ns; this time scale is validated by NMR
studies that show that the backbone of MIF exists in a

Table 1. Inhibition Data of Cinnamate Stereoisomers8
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rigid structure on the nanosecond to picosecond time
scale.38 Trajectories were analyzed using the PTRAJ
modules.

Thermodynamic Calculations. Binding free energy
analysis was carried out with the MM-PBSA approach39

supplied with AMBER 7 package.
The snapshots of the solute were sampled from the

last 400 ps single trajectoy with an intervals of 8 ps.
The molecular mechanical energies in the gas phase
(∆Egas) were calculated using the SANDER module.
Estimation of the polar solvation free energy (∆Gpb) was
performed with a finite-difference Poisson-Boltzmann
electrostatic continuum method using the program
Delphi II.40 The nonpolar solvation free energy
(∆Gnopolar) was described by

where SASA is the solvent accessible surface area41

calculated with the MOLSURF program42 and λ and b
are 0.005 42 kcal mol-1 Å-2 and 0.92 kcal mol-1,
respectively. The dielectric boundary was taken as the
solvent accessible surface defined by a 1.4 Å probe
sphere and by spheres centered on each atom with radii
taken from the PARSE parameter set (H ) 1.0, C ) 1.7,
N ) 1.5, O ) 1.4),43 with a value of 1.47 for fluorine.
The partial charges of the solute atoms were taken from
the Cornell et al. force field to be consistent with the
energetics of the explicit simulations.44 The dielectric
constant inside and outside the solute was set to 1 and
80, respectively. For the Poisson-Boltzmann calcula-
tion, a cubic lattice with linear dimensions ∼80% larger
than the longest dimension was applied with a 0.4 Å
grid spacing and potentials at the boundaries of the
finite-difference lattice were set to the sum of Debye-
Huckel potentials.19 To coincide with experimental
conditions used for determining the binding affinity, the
effect of salt was taken into account with an ionic
strength of 0.1 M.

Results and Discussion
The 1 ns NPT MD simulations were successfully

performed separately on complexes of MIF with six

ligands. The root-mean-squared deviation (rmsd) fluc-
tuations of backbone atoms compared to those of the
initial minimized complex structures were obtained over
a 1 ns NPT trajectory. Figure 2 shows the rmsd of the
main chains of the MIF/3-FHC and MIF/4-FHC com-
plexes, and Figure 3 is the plot of the total energies of
these two systems as a function of time. These two
figures together indicate that the solvated system had
reached equilibrium after 300 ps of the NPT MD
simulation. The averaged CR rmsd for the MIF/3-FHC
and MIF/4-FHC complexes is 1.01 and 0.95 Å, respec-
tively, which is an indication that the generated NPT
MD trajectories of these complexes were quite stable.
For the other four complexes, the rmsd values and the
total energy along the 1 ns NPT trajectory are very
much similar to those of the MIF/4-FHC complex.
During the simulation, no large conformational changes
of MIF occur upon ligand binding, which is also in
agreement with the heteronuclear 15N relaxation data
of MIF that most of the backbone of MIF existed in a
rigid structure of limited conformational flexibility on
the nanosecond to picosecond time scale.38

An obvious phenomenon was found from Figure 2
indicating that in the MIF/3-FHC complex the rmsd of
CR is a little larger than that in the MIF/4-FHC
complex. This implies that compared with MIF/4-FHC
complex, MIF in the MIF/3-FHC complex undergoes
slightly larger conformational changes after complex
formation, which leads us to the hypothesis that the
somewhat larger conformational changes of MIF in the
MIF/3-FHC complex are obvious reflections of relatively
weaker binding affinity of 3-FHC.

Figure 2. CR rmsd compared to the initial minimized complex
structures as a function of time: (blue) MIF/3-FHC complex;
(red) MIF/4-FHC complex. The averaged CR rmsd values for
the MIF/3-FHC and MIF/4-FHC complexes are 1.01 and 0.95
Å, respectively.

∆Gnopolar ) λ SASA + b

Figure 3. Total energy (kcal/mol) as a function of time: (blue)
MIF/3-FHC complex; (red) MIF/4-FHC complex.

Table 2. Hydrogen Bond upon Complex Formationa

ligands atom residuesb % occupiedc

1-FHC
2-FHC O2 Pro-1C 76.23
3-FHC H4 Asn-97B 99
4-FHC H4 Asn-97B 93.6

O2 Pro-1C 82.3
5-FHC H5 Asn-97B 97.5
6-FHC H4 Asn-97B 96.9

O2 Pro-1C 88.9
a The hydrogen bond defined by distances between heavy atoms

of donor and acceptor of no more than 3.5 Å and the angles of
donor and acceptor diatomic groups of no less than 120°. b Symbols
of residues are explained in the text. c % occupied, to evaluate the
stability and the strength of the hydrogen bonds.
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The active site of MIF, consisting of Pro-1, Met-2, Lys-
32, Ile-64, Tyr-95′ (where ′ refers to the adjacent sub-
unit), Asn-97′, Val-106, and Phe-113, is located in a hy-
drophobic region that lies between two adjacent sub-
units of the homotrimer. Pro-1, Lys-32, and Ile-64, as
the key residues involved in the catalytic reaction, are
conserved residues among all MIF homologues (5-car-
boxylmethyl-2-hydroxymuconate isomerase (CHMI), 4-ox-
alocrotonate tautomerase (4-OT), and chorismate mu-
tase), whereas Tyr-95′ and Asn-97′ are not conserved.25

The hydrogen bonds were examined on the basis of
the trajectories of the MD simulations (Table 2). Figure
4 shows the hydrogen bonds between MIF and the six
ligands.

One hydrogen bond exists in MIF between the nitro-
gen of Pro-1C (where C refers to C subunit of MIF) and
the carbonyl oxygen of Tyr-36C. Each E-ligand has an
extra hydrogen bond between the carboxylate oxygen
and the nitrogen of Pro-1C compared with the Z-ligand
complex Therefore, in complexes of MIF with all the
E-ligands, Pro-1C has a bifurcated hydrogen bond. For
the ligands that have the phenolic hydroxyl group, one
more hydrogen bond was formed between the side chain
carbonyl oxygen of Asn-97B (where B refers to the B
subunit) and the phenolic hydroxyl group.

In addition, for all the ligands, a salt bridge is formed
between one negative carboxylate oxygen and the posi-
tive NZ atom of the side chain of Lys-32C. The salt
bridge may stabilize the binding of the ligands to MIF,
which is especially true for 1-FHC because it has no
hydrogen bond with MIF on complex formation. The
averaged distances along the 1 ns NPT trajectory
between the negative carboxylate oxygen atom of the
ligands and the NZ atom of the side chain of Lys-32C
are all below 3.0 Å.

Comparison of the Ki of these E- and Z-ligands reveals
a large difference in their binding affinities, which may
be due to their different interactions with MIF. Though
a salt bridge exists between ligands and MIF, it could
not serve as an explanation to the large binding affinity
difference in the same series of ligands. There is a
hydrogen bond between Asn-97′ and the phenolic hy-
droxyl group of the ligands. However, 1-FHC and 2-FHC
have no phenolic hydroxyl group and their binding
affinity difference could not be explained by hydrogen
bond formation of Asn-97′. The distinct binding char-
acteristic of E- and Z-ligands with Pro-1 may be the
main cause of such a large difference in their binding
affinities in the same series of ligand (1 and 2, 3, and 4,
5 and 6). This result is consistent with P1G and P1A
MIF mutant studies,25,45 showing that Pro-1 is essential
for the catalytic activity of MIF. The highly conserved
N-terminal proline, surrounded by solvent-exposed resi-
dues, is located at the base of the hydrophobic pocket,
which is highlighted by site-directed mutagenesis as a
critical residue of the catalytic activity of MIF.25,45

The intrinsic relative stability of these Z- and E-
isomers was explored using quantum chemistry theory.
The calculated results (Table 3) at the B3LYP/6-311++G-
(d,p) level of theory show that all the E-ligands are
higher in energy than the corresponding Z-ligands in
the gas phase. This can be well ascribed to the steric
effect between the carboxylate group and the aromatic
ring in the E-ligands, and indeed, in these species, a
nonplanar structure was observed, although there still
exists C-H‚‚‚O intramolecular hydrogen bonding be-

Figure 4. Hydrogen bonds and salt bridges between MIF and
six ligands. Distances (Å) are measured from center to center
of two heavy atoms. Symbols of the residues are explained in
the text.

Table 3. Calculated Energies and Dipole Moments of the Six
Ligands

ligand Etot (gas)a Etot (water)a SEb µ c

1-FHC -597.093 14 (0.00) -597.184 69 (0.00) 57.45 13.26
2-FHC -597.088 49 (2.92) -597.175 46 (5.79) 54.57 9.95
3-FHC -672.339 64 (0.00) -672.442 09 (0.00) 64.29 15.56
4-FHC -672.334 94 (2.95) -672.432 84 (5.80) 61.43 12.60
5-FHC -573.063 29 (0.00) -573.172 32 (0.00) 68.42 17.02
6-FHC -573.060 32 (1.86) -573.162 84 (5.95) 72.13 12.85

a Total energies are given in au. Listed in the parentheses are
the relative energy (in kcal/mol) of the isomer with respect to the
1-FHC. b SE (in kcal/mol) is the energy difference between Etot
(gas) and Etot (water). c In units of debye.
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tween the oxygen atom of the carboxylate group and the
hydrogen atom in the aromatic ring that may compen-
sate the steric repulsion to some degree. When the
solvent effect was considered in the calculations, the
relative energy becomes larger for each Z/E pair, which
is attributed to larger polarity of the Z-isomers (see
dipole moment in Table 3). All these results indicate
that Z-ligands are thermodynamically more stable than
E-ligands, which is in accordance with the experiment.8
When located at the active sites of MIF, Z-ligands have
weaker binding affinities than E-ligands, which may be
explained by the more favorable interactions of E-
ligands with MIF.

MM-PBSA using the single trajectory method had
been performed to calculate binding free energies. The
51 snapshots were taken at even intervals from the last
400 ps of MD trajectories for analysis of the binding free
energy. The calculated binding free energies are aver-
aged from the 51 snapshots (Table 4). Considering the
impracticality of normal mode calculations for the large
size of these complexes and the uncertainties in the
entropic calculation, entropic effects of the solute were
not explicitly taken into account. For a series of com-
pounds with similar structures and binding modes, the
entropy contribution can be omitted if one is only
interested in the relative order of binding affinities.17

A correlation coefficient of 0.77 between the calculated
and experimental relative binding free energies was
obtained (Figure 5), which shows that the energetic
analysis performed by MM-PBSA is applicable to the
current case study. The calculated relative binding free
energy (∆∆Gcalc) between the MIF/1-FHC and MIF/2-
FHC complexes, 5.35 kcal/mol, is in agreement with the
relative experimental energy (∆∆Gexp), 3.287 kcal/mol.
For complexes MIF/5-FHC and MIF/6-FHC, the ∆∆Gcalc,

4.23 kcal/mol, is also in agreement with the correspond-
ing ∆∆Gexp, 2.944 kcal/mol. For complex MIF/3-FHC,
its calculated free energy shows a large deviation from
the experimental data and is smaller than that of
complex MIF/4-FHC. This could be due to the somewhat
overestimation of the relative stability of MIF/3-FHC.

The gas-phase electrostatic values, ∆Eele of the six
complexes, show that electrostatic interactions are in
favor of the binding. However, the overall electrostatic
interactions energies, ∆Epbele, are positive and unfavor-
able for the binding, which is caused by the large
desolvation penalty of charged and polar groups that is
not sufficiently compensated upon complex formation.
The ∆Eele values of Z-ligands are much smaller than
those of E-ligands, indicating that electrostatic interac-
tions favor E-ligands more than corresponding Z-
ligands, which is in agreement with the hydrogen bond
analysis that each E-ligand has a hydrogen bond with
Pro-1C and no hydrogen bonds were found between the
Z-ligands and Pro-1C.

Although 1-FHC has no hydrogen bond with MIF, its
∆Eele (-126.89 kcal/mol) contributes more to the binding
than that of 3-FHC and 5-FHC (-115.20, -116.96 kcal/
mol, respectively), which shows that the electrostatic
interaction may come partly from the salt bridge formed
with Lys-32C of MIF and the carboxylate group of
1-FHC.

The van der Waals interaction energies, ∆Evdw of the
six complexes contribute favorably to the binding. ∆Evdw
values for the complex of MIF with E-ligands are a little
higher than those for the complex of MIF and Z-ligands
because E-ligands fit more snugly within the active-site
cavity and have a tighter binding to MIF than Z-ligands,
adding nopolar packing in the active site to a much
deeper extent. The energy difference ∆Evdw between
these complexes is not large, which may indicate that
van der Waals interactions are not an important factor
for the binding affinity difference between E- and
Z-ligands.

Conclusions

MD simulations together with MM-PBSA analysis
were performed on six complexes to investigate the
binding modes of six ligands and to evaluate their
binding affinities. The large difference in their binding
affinities is elucidated in detail with structural and
energy analyses. The binding modes of E-ligands are
much different from those of Z-ligands; i.e., E-ligands
have hydrogen bonds with Pro-1C, while no hydrogen
bond was found between Z-ligands and Pro-1C. This
distinct binding characteristic of E- and Z-ligands with
Pro-1 is in agreement with the previous report that
Pro-1 is essential for the catalytic activity of MIF. MM-
PBSA analysis successfully segregated different ener-

Table 4. Calculated Binding Free Energies (∆Gcalc) of Six Complexes vs Experimental Data (∆Gexp )a

complex ∆Eele ∆Evdw ∆Esur ∆Egas ∆Epbsol ∆Epbele ∆Gcalc
b ∆Gexp

c

MIF/1-FHC -126.89 -23.75 -1.08 -150.64 148.57 22.76 -2.07 -3.611
MIF/2-FHC -133.74 -24.36 -1.09 -158.09 150.67 18.03 -7.42 -5.674
MIF/3-FHC -115.20 -25.72 -1.11 -140.92 131.04 16.95 -9.88 -4.552
MIF/4-FHC -146.11 -26.56 -1.10 -172.67 162.84 17.83 -9.83 -7.914
MIF/5-FHC -116.96 -26.04 -1.11 -143.00 135.05 19.21 -7.94 -5.044
MIF/6-FHC -156.57 26.38 -1.15 -182.94 170.78 15.36 -12.17 -7.988

a All energies are given in kcal/mol, and the symbols are explained in the text. b Calculation of ∆Gcalc does not explicitly consider
entropy contributions. c ∆Gexp is calculated from Ki (ref 8).

Figure 5. Calculated binding free energies (∆Gcalc) for the six
analogues vs experimental data (∆Gexp).
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getic components. Electrostatic, van der Waals, and
hydrophobic interactions are in favor of binding, whereas
polar solvation is an unfavorable factor for the binding.
Structural analysis and MM-PBSA analysis both show
that the distinct binding characteristic of E- and Z-
ligands with Pro-1 may be the main cause of the large
difference in the binding affinities.
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